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ABSTRACT: Diabetes during pregnancy is a major issue common among Indian women. Prediction of diabetes based 
on the test done during the pregnancy period plays a significant role in the treatment. Results of various clinical test 
conducted during the pregnancy can be considered as parameters for diabetes classification. In this paper, Classifiers 
such as Support Vector Machine, probablistic, Tree based and regression are used to predict diabetes based on the 
parameters. The SVM classifiers performed well on the dataset giving the highest accuracy of 78% while regression 
based classsifier scored a minimum of 65% accuracy. 
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INTRODUCTION 
 
Diabetes is a common disease found in India.It is characteized by high sugar level in blood. The blood sugar level is 
tested before and after food. If any one exceeds a predefined threshold,the person is said to be diabetic. Diabetes is 
related to insulin secretion of the body. There are two types of diabetes,Type-1 diabetes is caused when enough insulin is 
not secreted. This cannot be prevented and is usually treated with insulin injection. Type-2 diabetes is caused due to the 
insulin resistance occuring mainly due to obesity. This can be prevented by proper exercise. Many women get Type-1 
diabetes during pregnancy. Among Indian women who are diabetic, a majority are affected during pregnancy. This paper 
considers the test parameters extracted from PIMA Indian women dataset and tries to predict if they are diabetic using 
various classifiers. The performance of  Suppot Vector Machine classifier, probablistic,Treebased,regression based is 
analysed and results are summarized in this paper. The data set is referred from the UCI data repository. 
Eight features such as,Plasma glucose concentration a 2 hours in an oral glucose tolerance test,Number of times 
pregnant,Diastolic blood pressure (mm Hg) Triceps skin fold thickness(mm),Diabetespedigree function 2-Hour serum 
insulin(mu U/ml),Body mass Age (years) and Body mass index (weight in kg/(height in m)^2) are considered as features 
for diabetes classification.Naive bayes classifier is a traditonal probablistic classifier which generally perfoms well for 
larger data set. Decision tree claasifier suites for a heirarchical selection of features. ZeroR classifier is a regression 
based classifier and binary SVM classifier are considered for analysis in this paper. 
 
LITERATURE SURVEY 
 
 Najmeh [2] proposed that diabetes can be analysed by applying different classifiers such as Bayesian, Functional, Rule-
base,and Decision Trees.  Experimental results on Pima Indian Diabetes (PID) and concluded as Logistic core has better 
performance in comparison with other classifiers. David et.al [21] deals with a comparison of a popular SVM 
implementation (libsvm) to 16 classification methods and 9 regression methods on “abalone” and the “cpu-Small”. 
SVMs showed mostly good performances both on classification and regression tasks. Nahla et al. [10] proposes a system 
which uses SVM for the diagnosing purposes. It uses an additional explanation module, where the “black box” model of 
an SVM turned into an intelligible representation for diagnostic decision. The data from 4682 subjects of age 20 years 
and above are collected using a questionnaire. From the paper it signifies that SVM is a useful tool for predicting 
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diabetes. Robert et al. [21] deals with SVM to know whether it is qualitatively robust for any fixed regularization 
parameter λ. The results show that SVMs are the solutions of a well-posed mathematical problem in Hadamard’s sense. 
3  OVERVIEW  OF CLASSIFIERS  
The classifiers considered in this paper are SVM, Bayesian network, Decision trees, Naive Bayes and ZeroR classifiers. 
A brief overview of each classifier is presented below. 
 
SVM Classifier 
 
Linearly separable SVM produces a hyperplane that linearly divides the positive and negative classes during the training. 
The samples are considered to be in  high dimensional feature space or in input space. This determines the principal 
hyperplane which separates the two samples The linear separator is designed in such a way that it is located at the 
maximum distance from the hyperplane to the nearby samples. The decision boundary for a linear classifier can be 
represented as follows (1): 

wTx + b = 0																																	(1) 
From the equation, w and b represents the weight vector and the bias factor respectively. SVM obtains a decision 
boundary, which is away from the sample points. The points used for identifying the position of the separators are known 
as support vectors.For a linearly separable data there will be a pair of (w,b) which satisfies equation (2 )and( 3) 

wTx + b ≥ 1, if	y = 										1								(2) 
wTx + b ≤	−1, if	y 			 = −1									(3) 

The classifier is defined in equation (4): 
f(x) = sign(wTx + b)																						(4) 

The functional margin can be scaled according to the ease of solving large SVM. The value of margin can be decided on 
the basis of input vector and the value is equivalent to be one. All the points present in the data sample can be 
represented using the following equation (5): 

y w⃗ x⃗ + b ≥ 1																(5) 

Bayesian Network 
 
A graphical model that encodes the probabilistic relations among the variables is known as a Bayesian network. They are 
statistical classifiers. Bayes theorem provides a method of calculating the probability of a hypothesis based on its prior 
probability.  
 
Decision tree 
 
This is a hierarchical tree based classifier and indicates a course of action to be taken for each value or combination 
of values of one or more variables or parameters. The decision attributes allows us to partition, the entire 
universe into blocks determined by possible decisions. The block used here is known as classes.  
Naïve bayes: It is a commonly used probabilistic classifier that is based on Bayes’rule or Bayes’theorem. Naïve 
bayes classifier can predict the probabilities of a given sample belonging to a particular class. Here the attribute value on 
a given class is assumed to be independent to the values of other attributes. Naïve bayes is calculated from independent 
probability and is also called as class conditional independence. The probability value can be calculated from the 
equation (6). This is more accurate for natural datasets where the classes are clearly defined. 

퐏(퐂 = 퐜퐤|퐗 = 퐱) = 퐏(퐂 = 퐜퐤	) × 푷(푿 풙|푪 풄풌)
푷(풙) 													(6) 

Here all possible events fall into exactly one class. C is the class with values ranging from (C1, C2…..Ck).  
ZeroR classifier: The simplest regression based classification technique which relies on the target and ignores all other 
predictors. It predicts the majority category as a class and can be used as a benchmark for other classification methods. 
 
EXPERIMENTAL RESULTS 
 
Diabetes patient reports which are collected from various sources available in the UCI repository. One of the standard 
machine learning dataset from the repository is the PID dataset, which holds 768 samples. The dataset contains the 
details of PIMA Indian women at least 21years old and living near Phoenix, USA. Each sample has 8 features obtained 
from clinical test as mentioned in the introduction. The classifier considers these features and classifies into diabetic 
class (1) or non diabetic class (0). From the dataset 268 samples belongs to diabetic and 500 samples belongs to non-
diabetic. 
The performance of a classifier can be analysed by TP rate,FP rate,Precisions,Recall,Classification rate and F-measure as 
specified in equations from (7) to (12). These are calculated based on the values from confusion matrix as given in Table 
1. 
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TP	rate =
( )

× 100                                            (7) 
 

FP	rate =
( )

× 100                                             (8) 
 

Precision =
( )

× 100																																														(9) 
 

Recall =
( )

× 100                                              (10) 
 

F −measure = 2 × Precision × 							(11) 
 

Classification =
( )

× 100																							(12) 
 

Table 1: Confusion Matrix 
 

Predicted class             Actual class 

Diabetic Non-diabetic 

Diabetic TP FP 

Non-diabetic FN TN 

 
True Positive (TP): Diabetic People correctly detected as diabetic. 
False Positive (FP): Healthy people  wrongly detected as diabetic. 
True Negative (TN): HealthyPeople properly detected  as healthy 
False Negative (FN): Diabetic people wronglydetected as healthy. 
The significant fractions of retrieved instances are known as precision. The fraction of appropriate instances that are 
retrieved is the recall and represented by sensitivity. 
This paper uses WEKA which is a most widely used machine learning software in Java. The results of  classifiers  such 
as SVM, BayesNet,Decision Trees,Naive bayes and ZeroR on PIMA dataset is given in table (2) and (3) . Table 2 gives 
the results of classifiers on non diabetic dataset and Table 3 gives the results on diabetic dataset. A 10-Fold cross 
validations are performed and it divides the dataset into 10 partitions.The classifier runs for 10 times and uses different 
partitions as test set. 

 
Table 2: Classification of Tested negative class 

 
Classifier TP FP PRECISION RECALL F-MEASURE TN FP 

SVM 89 45.9 78.5 89.8 .838 449 51 

BayesNet 816 39.2 79.5 81.6 .806 408 92 

DecisonTree 81.6 39.2 79.5 81.6 .806 405 95 

NaiveBayes 84.4 38.8 80.2 84.4 .823 422 78 

ZeroR 1 1 65.1 1 .78 500 0 
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Table 3: Classification of Tested positive class 
 

Classifier TP FP PRECISION RECALL F-MEASURE TP FN 

SVM 54.1 10.2 74 54.1 .625 123 145 

BayesNet 60.8 18.4 63.9 60.8 .623 105 163 

DecisonTree 60.8 18.4 63.9 60.8 .623 126 142 

NaiveBayes 61.2 15.6 67.8 61.2 .643 104 164 

ZeroR 0 0 0 0 0 268 0 

 
The overall classification accuracy of SVM, Bayes net, Descision tree, naïvebayes ,zero-R classsifiers are 78%, 74.3%, 
71%, 76% and 65% respectively are plotted in fig(1). 

 
Figure 1. Accuracy of the classifier 

 
CONCLUSION 
 
The cause for Type-1 Diabetes is unknown. From the survey it couId be concluded that Indian women accquire Type-1 
diabetes majorly during their pregnancy. The detection at early stage is a major health concern. This paper uses various 
machine learning algorithms to predict the diabetes occurring in pregnant women based on their clinical test results. The 
data set accquired from UCI repository.  
From the results of various classifiers, SVM performs well with an overall classification rate of 78%. For non diabetic 
data set SVM has a highest Sensitivity rate of 89.8% and naïve bayes has a highest precision of 78.5 %.For diabetic 
dataset the sensitivity rate and precision rate  is higher for SVM with 74% and 61.2% respectively. ZeroR classifier gave 
the minimum value for sensitiviity and precision in both test cases. Naive bayes gives a high precision value because of 
large number of samples in that category. 
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